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Motivation

Hardness of the Projection Distribution IHT

Goal: Find a sparse distribution that optimizes a given Projection: The sparse distribution [, projection is Algorithm
loss functional F'[:]. t < 0

" Problem while ¢t < T" do 5
roblem _ F
IIp, (p() := argmin|lq(-) — ()13 G41() = () = pg, ()
9(+) €Dy pe+1(+) = Ip, (qe41)
end while
where Dy is the set of all sparse distributions. The combinatorial nature of D, makes the projection return pr(-)
hard ( 0(n") to solve exactly by enumeration). We
Example: find priors for sparse structure, where prove the following two theoretical results: With some regular assumptions:

strong convexity/smoothness and Lipschitz continuity
of F'|-], and the greedy procedure solves the projection

approximately, we can prove the convergence of
distribution IHT.

F|p| = KL(p||q) Theorems

1. The sparse distribution [, projection is NP-hard
2. No deterministic algorithm exists that

approximate it in polynomial time

Sparse Distribution: A k-sparse distribution is a . . . L . Theorem
ST Example of a generic 2-dimensional distribution with
distribution where any sample drawn has the same k-

, , m = 3 projecting to D;. 4. If the conditions are satisfied, we have
sparse support, where the k-sparse support is arbitrary.

F[pT()] < OPT + c+ ¢

Background

)

Formally, denote the set of distributions on an n-
dimensional domain & as:

P={p(-):X—>R+\Zp(w)=l}

rcX

1
o]0 after iterations 7' > O(log E)'

Experiments
Greedy Sparse Projection

—IHT —IHT
The set of domain restricted densities, denoted by T IHT after Groedy 25N T T | IT atter Greedy|
is the set of probability density functions with support | | Although the projection is hard in general, we find that ”
S Clnl,i.e, a simple greedy heuristic is good when using in our
_ . _ main algorithm, i.e., Distribution IHT. !
Ps ={q(-) € P | Vsupp(x) £ S : q(x) = 0} 5 S A e e Y 5
. . L , , Algorithm %0 100 200 L 362 ||4Joo % 500 1000 1500 2000
The distribution sparsity is defined as the union of all S.— g S teration teration
possible k-sparse support domain restricted densities, while |S| < k do (a) Sparse Distribution I, (b) Sparse Distribution KL
thus a non-convex function space: j € argmin;c,\ s {minpeps,, [|(-) —q()|I3} . Projection - Projection
S=58Uj |  [#-IHT o =mHT ] |
Dy = Uis|<kPs. end while | I PN s
return arg minyep [p(-) — ¢(-)|3 10} 5 |Lkocel reedy Vi |
Problem Setting: We consider discrete densities on an 8 “30'01?
n-dimensional integer lattice, with totally m™ positions: Theorem S S N
3. The Greedy finds the optimal projection when o0 005,
. used in Distribution IHT, and certain conditions are 1 ' | | ° 0500 25 00 500 3 ‘
X = {.’B - Zn | \V/Z - [n], 0 S X S ™m — ].} . o =P Bﬁo o > 45OOI\QISSnOber :);%()rotog/%()essgglectegizs

satisfied e .
f (c) Distribution Compression (d) Dataset Compression




